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CpaBHHUTe/ILHBII AHAJIN3 CJIOBAPHOT0 COCTABA
JAPEeBHEKUTAIICKUX KAHOHOB!
MAaKPOAHAJIN3 TeKCTOB « T pruHAXIATUKHUKHUS»

AHHOTAIMUA: B crathe npeacTaBieH CpaBHUTENBHBIN aHAIN3 KO-
JIMYECTBEHHBIX XapaKTEPUCTUK CIOBAPHOIO COCTaBa OOJBIIMHCTBA JPEB-
HEKUTaHCKNX KaHOHOB, BXOAAIIMX B «|pHHANIIATUKHIKIE». ABTOp CTpe-
MHTCSI TIOCTPOUTH CTATHCTHUECKOE OCHOBAHHE JUI KOJINYECTBEHHOIO
aHaJIM3a CIOBApPEN KUTAHCKUX TEKCTOB, ITyTEM ONPENEICHUS Pa3IMYHbIX
TIOKa3aTeliel Iuana3oHa CIIOBapHOTO cocTaBa (Ha MPaKTHKe, Hepori(H-
YECKOro COCTaBa) M Xapakrepa pocrta cioBapeil. CpaBHEHHE TEKCTOB MO
3TOMY TNpPH3HAKY IO3BOJAET BBIABHTH 3HAYMTENIBHBIE PA3IUUMS MEXKITY
HUMHU, B OCOOGHHOCTH, MeX1y [lu y3urnom U Jlu y3u, NpeacTaBIsIOIUMU
€000 B 3TOM OTHOILIEHHH TOJIOCH! cUcTeMbl « T puHAIIATUKHIKIS». Mc-
TOpUYECKUE TEKCTHI «pHHAIATUKHIDKHSIY TIPEACTABISIOT COO0I B 3TOM
OTHOIICHUH TPYINTy CO CXOKMMH XapakTepucTHkamu. B pabote Taxxke
MIPUBOJIATCS PE3ybTaThl aHAIN3a WU3MEHEHHS COCTaBa PEAKUX M pacmpo-
CTpaHEHHBIX HepOTTHQOB.

K/IFOUEBBIE CJIOBA: «TpuHagaTUKHIDKAC», APCBHEKUTANCKIE
TEKCThI, KAHOHBI, MAaTeMaTH9ECKasl JINHTBUCTHKA, CIIOBAPHBIA COCTaB, He-
pormQpUIeCcKuii COCTaB, CIOBapHOE Pa3HOOOpa3ue, COOTHOIIEHHE pa3Mepa
TEKCTa U YHUKATHHBIX CJIOB, CTHIIOMETPHSL.
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Literature

1. Introduction
Severd terms in quantitative linguigtics “refer to the range of different
words used in a text, with a greater range indicating a higher diversity”
(McCarthy and Mild, “vocd-D and HD-D,” 381). These terms are vocabu-
lary richness, lexical richness', lexica diversity, and vocabulary diversity.

! The term “lexical diversity,” defined as “acomplex property that summarizes
the range of vocabulary and the avoidance of repetition in the sample’ (Mavern
and Richards, Measures of Lexical Richness, 1), is used intermittently with lexical
richness in atext. There are aso other terms that are close in meaning, e.g., Pilar
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However, since there may not be much difference between the meanings
of these terms?, the term “vocabulary richness’ could be used as a suit-
able representative.

There are various methods to cal culate the measures of vocabulary rich-
ness (or “indices’)®. Their values may alow a comparison of texts in vari-
ous aress including “firgt and second language acquisition, linguigtic input,
interaction, demographic influences on language performance, language
impairment, delay, aphasia, schizophrenia, stylistics, and forensic linguis-
tics’ (Oakes, “Corpus Linguigics and Stylometry,” 1073-74). For classical
Chinese, vacabulary richness can be useful for comparing texts from the
perspective of their vocabulary diversity, lexicd sophidtication, and so on.

1.1. Importance of Warring States Project (WSP) CTextsvocabulary

The texts in Ctexts may be considered the most important source for
studying character vocabulary in classica Chinese. The canon system that
had formed from the Han to the Song dynasties had strongly affected all
aspects of Chinese literary discourse, including the genera character vo-
cabulary of classical Chinese. The Thirteen Classics and its set of charac-
ters (i.e., its character vocabulary) have been memoarized by generations of
Chinese scholars and officids and it definitely has had an effect on most
texts produced by these scholars®. While the corpus of the WSP Ctexts is
not large enough comparing to the entire pre-Qin literature’, its character
vocabulary could be very close to the generd character vocabulary of the

Duran cites such terms as “flexibility,” “verbal creativity,” and “lexical range and
baance’ (Duran et d., “Developmental trends” 221-222). Other authors add
terms such as “lexica originality,” “lexica sophigtication,” “lexical dendty,” and
“lexical variation” (Laufer and Nation, “A Vocabulary-size Test,” 309-320).

2 They have been used intermittently to describe the same value (e.g., in Mal-
vern and Richards, “Measures of Lexica Richness,” and other works).

® Tweedie and Baayen in “How Variable May a Constant Be?’ (323) use the
term “congtants,” referring to the claim that these variables were thought to be
constant by the researchersthat created them.

“ |t isreflected in the official status of the late Qin reference work on charac-
tersin the Thirteen Classics by Li Hongzao (Li, Hanyuan Shisanjing ji 2). Ac-
cording to some calculations, Li Hongzao's work implies that the Thirteen Clas-
sics vocabulary contained 6544 unique characters (Qiu, Written Chinese, 49-50).
Ctexts contains 6055 characters; the Thirteen Classics in Ctext corpus (excluding
the Er Ya) contain 5628 characters. The author is grateful to Rodo Pfister who
pointed out that fact.

> At approximately a half-million characters, it represents about 17% of &l pre-
Han literature (about three million) and about 6% of the Han and pre-Han literature
(eight million), as stated by McLeod (McLeod, “ Sinologica Indexes,” 50).
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era. According to Qiu Xigui, “the number of characters in genera use
during that period would probably fal short of the totad number used in
the Thirteen Classics’ (Qiu, Written Chinese, 50).

The present study of The Thirteen Classics and the Zhuangzi® will try to
lay the foundation for such anaysis’. Moreover, the WSP Ctexts corpus
contains texts of various length (from 2,000 characters to over 200,000
characters), which dlowsthis study to test the vaidity of various methods.

1.2. Character astype and token (vocabulary unit)

In most languages, the basic unit of texts and vocabularies is the word
(word stem). This study utilizes single characters as vocabulary and text
units’. Linguists generaly experience difficulties defining the word for
word segmentation purposes. However, in the classical Chinese language,
which contains single- and multi-character words, there are certain addi-
tionad problems with word segmentation and using words as tokens and
types, respectively. In the present study, in absence of well-segmented
texts, tokens are defl ned as single charactersin atext and types are unique
charactersin atext®. Therefore, the term “vocabulary of text” in this study
means the list of unique characters (vanants are treated as separate char-
acters) or “character vocabulary”™, as opposed to “Word vocabulary”
(similar to the modern Chinese terms zidian and cidi an)™.

® The Zhuangzi has been added to offset partly the predominantly “Confu-
cian” character of the WSP corpus. The Er Ya has been omitted since it is not a

Pl eof narrative prose or poetry.

Jun Da describes the general situation with alist of frequencies of characters
and concludes that there is not much structured information available (Da, “A
Corg)usrbased Study,” 1).

This is examined in more detail in the previous article of this series, i.e,
Z|n|n ‘Pre-Qin Digital Classics”

° As in the previous study, the texts were cleaned of punctuation and other
non-character symbols, and the titles of chapters were removed (see explanation
in Zinin, ibid). Character variants, if they include different Unicode representa-
tions, are treated as different characters. To be more precise, the Unicode codes
of characters serve as types and tokens in this study. It would be a much better
stuation if the digital versions of The Thirteen Classics with standardized re-
olved variants were available.

10 Naturally, it does not mean that the author accepts or prefers the idea of
classica Chinese being a monosyllabic language. The character-as-token ap-
proach is one possible method and the most feasible approach to study classical
Chinesetexts.

! This approach, using character vocabulary instead of word vocabulary, as
showed by Peng et a. could be applied even to modern texts (Peng et dl., “Lan-
guage Independent Authorship”, 272).
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1.3. Functional and content types of characters

This study will not be distinguishing functiona (“empty”) and content
characters, as it is often done in stylistic anaysis in quantitative linguis-
tics. However, in the fifth section, there will be an attempt to conduct
separate analyses on hapax legomena, dis legomena, and the most fre-
quent characters.

1.4. WSP corpussample sizeand “ character stream” abstraction

The vocabulary data for this study has been retrieved from the WSP
corpus. The WSP corpus is an online open corpus, built on open source
classic Chinese texts, which are considered by the present author to be a
sufficient source for a quantitative study of vocabulary richness'. Con-
ducting research on an open source corpus ensures its replicability and
reproducibility, since any researcher can replicate vocabulary data (first,
the numbers of types and tokens) and attempt to reproduce results by ap-
plying the same methods™. Along with the corpus itsdlf, this study offers
al related data (too large to be placed in the Appendix) as an accompany-
ing MS Excel spreadsheet reference, available on Github™.

The WSP corpus is consdered smdl in reaion to some modern Chi-
nese corpora. However, it can be viewed as being large enough for vocabu-
lary richness andlysis. Vocabulary richness analysis (especidly in precticd
aress, e.g., in language acquisition and medicd studies) is often conducted
on short samples of texts (tens or hundreds of words). Popescu suggeststhe
maximum length of vocabulary study sample as 10,000 words (Popescu,
“Word Frequency Studies,” 3). Many texts in the Ctexts corpus are much
larger than thisfigure.

The reason Popescu suggedts this maximum length is text “homogene-
ity.” Not only are the WSP Ctexts long, but dso they are not homogeneous
narratives created by the same author or even in the same period. In fact,
most of the textsin The Thirteen Classics took their current form considera-
bly later and then their subtexts were written. In other words, they are het-
erogeneous. Moreover, each text in the corpus can be considered amini cor-
pus for avocabulary study in itsdf, especidly sinceit is often acompilation
of subtexts of which each oneis an independent text in its own right. Thus,

12 As any digital corpus of classical Chinese, the WSP corpus includes some
philologica problems, the nature of which was discussed by the present author in
Zinin, ibid. The corpus can be found a the DOI: http://www.umass.edu/ctexts/
index.php (login and password are provided in the pop-up window).

There is a problem with the free availability of reliable classical Chinese
corporafor research. See the previous article by the present author in Zinin, ibid.

4 See the file “Voc refxls<” a DOI: https/github.com/wsw-ctexts'vocabulary

richness.
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the vocabularies of these texts should be investigated separately™ and such
“text patchwork” should be considered as normal for the Chinese tradition.

Actually, studies regarding the assemblages of early manuscripts (e.g.,
Meyer, “Philosophy on Bamboo”) demonstrate that texts, considered be a
single unit today, were often broken down into smaller meaningful units
and mixed with other texts.

The authorid unity of style, to some degree, can be present in only afew
of them'®. Treating this mix of smaller texts as one large text alows inter-
preting this large text as a stream of characters’, which can be sampled at
any length. Further analysis will concentrate on the specifics of individua
texts and how they relate to the larger body of the text.

5 E g. the Zhou Li is a compilation of pre-Han texts, probably, assembled by
one person (William Boltz in Loewe (Ed.) “Early Chinese Texts’, 27-29); inthe
Zhuangzi H.D. Roth indicates presence of five large groupings of heterogeneous
collections of chapters, and supposes that it is a collective compilation in early
Han (H.D. Roth in Loewe (Ed.) “Early Chinese Texts’, 56-57); the Chun Qiu,
the Gongyang Zhuan, the Guliang Zhuan, the Zuo Zhuan traditionally al were
ascribed to one person (Anne Cheng in Loewe (Ed.) “Early Chinese Texts’, 67—
71), but the Gongyang and the Guliang are probably coming from school tradi-
tion; while the Zuo Zhuan could have one author-compiler; the Zhou Yi (Edward
Shaughnessy in Loewe (Ed.) “Early Chinese Texts’, 219) always ascribed to one
person, the Yi Li (William Boltz in Loewe (Ed.) “Early Chinese Texts’, 234—
237) “detailed and specific descriptions of the ritual ceremonies of ashi” (Loewe
(Ed.) “Early Chinese Texts’, 234), is probably apart of alarger corpus of ceremo-
nia writings (Loewe (Ed.) “Early Chinese Texts’, 237); the Li Ji (Jeffrey K. Riegd,
Loewe (Ed.) “Early Chinese Texts’, 293-295) — “arituaigt’s anthology of an-
cient usages, prescription, definitions and anecdotes’ (Loewe (Ed.) “Early Chi-
nese Texts’, 293), with “no apparent overall structure’ unlike the Zhou Li and the
Yi Li, not of same time or origin, its 49 pian (11 groupings) are “extremely di-
verse and miscellaneous in their style and contents aswell asin the origins of the
materias of which they are condtituted” (Loewe (Ed.) “Early Chinese Texts’,
295); the Lun Yu (Anne Cheng in Loewe (Ed.) “Early Chinese Texts’, 314),
now considered to be “a composite work of various layers, contributed by differ-
ent hands’; the Shu Jing is a compilation of texts of “heterogenous nature” (Ed-
ward Shaughnessy in Loewe (Ed.) “Early Chinese Texts’, 376); the Shi Jing's
heterogenous nature was not contested by the tradition itself, etc.

18 1t is obvioudy the Xiao Jing, but also the Zuo Zhuan, the Guliang Zhuan,
and the Gongyang Zhuan. In addition, the Chun Qiu and the Zhou Yi contain
considerable amounts of formulaic expressions, which create some unity of style.
The Lun Y u and the Mengzi, while coming from various sources, have probably
been heavily edited in order to appear to have authoria unity. Some researchers,
eg., Dirk Meyer (Meyer “Philosophy on Bamboo™) essentialy deny the idea of
singlle“authorship” forit.

"1t should be stressed again that thisis a stream of characters, not words.
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Meanwhile, The Thirteen Classics were viewed as digtinctive stylistic
bodies by the Chinese tradition, which often ascribed them to one person
as either an author or editor. Definitely, for areader, the perceived style of
the Shi Jing is different from that of the Lun Yu, which is different from
that of the Zhou Yi or the Guliang Zhuan. These styligtic differences are
often dependent on subject-specific characters or formulaic expressions.
Formulaic expressions and repetitive characters strongly affect vocabu-
lary content and growth behavior. The anadysis of the vocabulary of these
entitiesis necessary to delineate the area of discussion.

On the larger scae, these text bodies can be consdered members of
wider genre groups. For example, the Shi Jing represents early Chinese po-
etry, while the Chun Qiu and the Zuo Zhuan (and two accompanying zhuan)
belong to higtorica prose. In addition, the Lun Yu and the Mengzi belong to
philosophica prose, while the Li Ji, the Yi Li, and the Zhoy Yi beong to
ritudistic prase. One of objectives of this study is to understand if some vo-
cabulary richness measures can be useful for the genre atribution of texts.

In away, these texts can be compared to the Bible, which consists of
texts of different genres. The Bible corpus can also be considered as be-
ing more heterogeneous than any of the WSP Ctexts samples. However,
the analysis of the Bible vocabulary as a whole gtill makes sense. The
present study is a macroanalysis; i.e., a large-scale investigation of the
vocabulary richness of large and heterogeneous texts intended to establish
a quantitative framework for further text anaysis (it may be more useful
to use the term “text richness” instead of “vocabulary richness’9).

Therefore, it often treats texts as a stream of characters, which can be
sampled at any moment, ignoring subtext borders. The macroanaysis
should be followed by a microanalysis of the vocabularies of individua
texts as well as sections or chapters of these texts (eg., the Shi Jng's
songs, texts of the Shu Jing) However, this work should be conducted in
the future based on the results of this study.

1.5. Previouswork

As to the present author’s knowledge, there have been few vocabulary
richness sudies of classic Chinese literature. More specificdly, the mgor-
ity of the sudies regarding the vocabulary of classic texts have conssted of
character frequencies studies' with no systematic analysis of the vocabu-

18 As Gejza Wimmer writes about the main index used as vocabulary richness
measure in this study, TTR, “the TTR as a measure of vocabulary richnessis a
misnomer. As a measure of the richness of the text it can perhaps function if
some problems could be solved” (Wimmer, “Type-token Relation,” 362).

19 See the review of thisliteraturein Zinin, ibid.
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lary richness for Chinese classics®. Therefore, the main objective of the
present study isto lay the statistica foundation for further analysis of the
vocabulary richness of classica Chinesetexts.

Theremainder of thisstudy isasfallows. In the second and third sections,
vocabulary indices (or “congants’ according to Tweedie and Baayen in
“How Vaiable May a Congant Be?") will be introduced. Thefina or partid
values of these congtants for the corpus will aso be presented, dong with
diagrams of the hierarchica clustering of texts. In the fourth section, devd-
opmentd profiles (mostly for the type-token raio (TTR) index) for entire
samples and normalized lengths will be displayed. In the fifth section, some
introduction into the developmenta andysis of hgpax legomena (V1) and dis
legomena (V2) aswdl asthe most frequent words (V50+) will be conducted.
Findly, adiscusson of the results and conclusions will be presented.

1.6. Acknowledgments

E. Bruce Brooks, who has supported the WSP Ctexts project from its
beginning, has read theinitia draft of the manuscript, made many impor-
tant suggestions, and the present author has enjoyed an extremely fruitful
discussion with him. Brooks as well as Rodo Pfister (to whom the present
author is also grateful for reading the early draft) raised a very important
issue regarding the validity of “character counting” in the study of early
Chinese texts. The ensuing discussion with Brooks and Pfister made this
author review several important views on the statistical approach to the
texts in the WSP Ctexts corpus. Their comments also helped improve
many academic aspects of thisstudy’ sinitial draft®.

2. Measuring Vocabulary Richness

The most basic approach to measure vocabulary richness is to use fi-
nal value indices in which aformulais applied to the entire sample. The
smplest form of such indices, the TTR, is known to be dependent on text
length, which makes an impractical comparison of static value indices for
texts of different length. However, there are other indices that claim
independency of this parameter (Tweedie and Baayen call them “con-
stants’?). Thus, this study will first test this fina value approach and dis-
cuss the results™.

% Nevertheless, it is worth mentioning the Le Guan Ha article that examines
the Zipf’s rank distribution on large modern Chinese corpora (and compares the
curveswith English) (Haet d., “Extension of Zipf’'sLaw”).

2L All of the remaining factual, typographical and grammatical errors are the
sole responsibility of the present author.

%2 Tweedie and Baayen, “How Variable May a Constant Be?’ 343.

% There are many methods.
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2.1. TTR asan Index of Vocabulary Richness

The most basic quantitative index of vocabulary richness is the TTR,
which isthe ratio of the number of types to the number of tokensin agiven
text sample. It isawell-established fact thet the find values of the TTR (val-
ues cdculated for the entire text sample) are not permanent vocabulary rich-
ness characterisics. Moreover, as Vulanovic and Koehler note, “satistical
digribution of thisindex is unknown and, therefore, tests of significance of
differencesin the TTR between authors or texts cannot be conducted” (Vu-
lanovic and Koehler, “ Syntactic Units and Structures,” 284). However, TTR
values can be helpful to compare Smilaritiesin origin and sample Size texts.
Hence, thisindex istill used in authorship forensic and style studies.

The main problem with the TTR is its dependency on sampling Size.
Table 2.1 features the WSP texts, ordered by their TTR find values. It is
clear that the texts could have aso been ordered by ther lengths; i.e, the
shorter the text, the higher it ison the list®. This meansthat the TTR vaues
of complete textswill not be helpful in acomparative syle andyss.

Table2.1. TTR fina values for the WSP corpus®™

TEXT N \ TTR

XJ 1800 374 0.207778
SHI 29622 2833 0.095638
LY 15923 1361 0.085474
SHU 24537 1910 0.077842
zY 13348 1030 0.077165
CQ 16791 941 0.056042
MZ 35354 1892 0.053516
ZHZ 65251 2968 0.045486
ZL 49410 2212 0.044768
GL 40835 1594 0.039035
GY 44224 1640 0.037084

24 With notable exceptions such as the Shi Jing, the Shu Jing, the Zhuangzi,
andtheYi Li.

% The first column features the abbreviated text name (here and theresfter,
see Abbreviations section for full text names); the second column is N the num-
ber of tokens (characters) in the text, or, the sample size; the third column, V,
features the number of typesin the text, and the fourth column isthe TTR, cacu-
lated asthe ratio V/N, where V is the number of typesin the complete text, and N
is the number of tokens®. The structure of all further index tablesis same.
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LJ 97994 3041 0.031033

YL 53882 1536 0.028507
Y4 178563 3235 0.018117
CQzz 195354 3251 0.016642

2.2. Other indices

The TTR issues have been known for long time and many researchers
have attempted to create al ength-i ndependent measure of lexical richness
(“length-invariant statistics’)®. Tweedie and Baayen conveniently sum-
marized these attempts in their article, “How Variable May a Constant
Be?,” and conducted a study to demonstrate that these indices still depend
on text length, athough some of them are “less dependent” than others.
The present study follows Tweedie and Baayen' s approach by applying it
to the texts in the WSP Ctexts corpus”’.

Table 2.2 presents a list of several nonparametrical and parametrica
indices®.

Table2.2. List of staticindices of lexica diversity®

Index Full Name Short Calculation method
Name
Guiraud R® g = YV

% Fiona Tweedie and Harald Baayen use the term “lexica constants’
(Tweedie and Baayen, “How Variable May a Constant Be?”).

%" Since the publication of their article (Tweedie and Baayen, “How Varigble
May a Constant Be?"), several more indices were invented with varying degree
of success. The present study will only use those in the original Tweedie and
Baayen article. Some newer articles will be mentioned, but they do not add much
progress to the already known methods. David Mitchell (Mitchell, “Type-token
Models: S Comparative Study”) providesan even larger list.

%8 Nonparametrical models usually depend on the sample size (number of to-
kens) N and the number of types V, while parametrical models introduce extra
textua parameters (e.g., Brunet’s formula for W includes the parameter “a”
whichisusually set to 0.172; see Table 2.2).

% The first column contains the name(s) of the researcher(s), the second one
includes an abbreviated index notation, and the third one presents its formula,
following Tweedie and Baayen's “How Variable May a Constant Be?’ 326-331.
“N”" is the sample size in tokens (characters) and “V” is the vocabulary size in
tokens. V(N) is the number of types in the sample of size N. It is usudly more
convenient to smply use “V” when “N” is obvious. V(1,N) is the number of
types that are hapax legomenain the sample of size N, while (V2,N) is the num-
ber of dislegomenain the sample.
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Table 2.3 contains the values of these indices for the entire corpus™.
The reason why this study calculated the values of these indicesisthat the
indices were presumed to reflect the intrinsic inner characteristics of the
texts expressed in their vocabulary, some of which are still popular in
research. Based on the material of English prose, Tweedie and Baayen
demondtrated that constants are not actudly “congtant.” However, it is
interesting to test them against classica Chinese texts, especialy groups
of textswith varying lengths such as those from the WSP Ctexts corpus.

% This formula countsin all tokensin sample asN. In case if only nouns, etc.
real words (no function words) are counted, there could be V/SQR(2N) formula.
See Daller, “Guirad’s Index” and Van Hout and Vermeer, “ Comparing measures
of lexical richness’.

' yule'sK and Herdan's Vm are not presented in Table 2.3.
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Table 2.3. Lexical diversity indices™. The first column features text

names, second and third column — such numerical indices as number of
tokensin text sample (N) and the number of types (V), and other columns

arefeaturing other indices, presented by their abbreviation.
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ty indices’.

% See“voc_ref XIs MAIN_LOOKUP/Lexical divers
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3. Final Value Index Approach

Quantitative linguigtics is not very popular in philological studies, partly
because the results of this discipline cannot be immediately applicable or
interpreted in philologica andyses, e.g., Sylidticaly. Paticularly, it relates
to “word counts,” which were even determined to be usdless™, It istrue that
indices find values do not €ucidate much about these texts, and, by them-
selves, are not very useful®. As Van Hout and Vermee formulate, “does a
higher outcome redlly reflect a richer underlying lexicon? Can we be cer-
tain and happy about the values produced by lexical measures?’®

However, these indices can be used for a comparison of texts of smilar
length; i.e., why vocabulary richness indices are ill used in authorship
identification and style characterization. Further in this study, each index
(or “congtant™) will be discussed separately, and its values will be presented
both numericdly (asasorted list of vaues) and visudly (as adendrogram).

3.1 Clustering TTR values

The smplest (and most controversid) index, the TTR, is presented in
Column4in Table 2.3. It is easy to seethat the highest TTR (0.208) is pro-
duced by the Xiao Jing, while the lowest TTR (0.017) is produced by the
combined Chun Qiu Zuo Zhuan. This does not mean that the vocabulary of
the Xiao Jing is “richer” than that of the Chun Qiu. The Xiao Jing only in-
cludes 374 unique characters (types), but it is very short (1,800 characters
in the WSP Ctexts verson). The Chun Qiu Zuo Zhuan includes 3,251
unique characters, but it is the longest text in the WSP corpus at 195,354
characters. The number of types increases with the sample size, but as the
sample size changes, S0 do their ratios. Therefore, the TTR vaue for the
entiretext (thefina vaue) depends on the sample size.

While the TTR generally diminishes with sample size, some larger
texts include higher TTR values than other smaller ones. It could be use-
ful to group these texts by such values based on certain “similarity” met-
rics. One of the waysto group the items isthrough hierarchical clustering.

%« A word frequency analysis of atext can reveal nothing abouit its character-
istics (e.g., author, language, style, type of literature). The only exception appears
to be Shakespeare’ (Naranan and Balasubrahmanyan, “Models for Power Law
Relations,” 38). See the critique of this position by Sampson (Sampson, “Review
of Harald Baayen.”)

% Duran et 4., with their D (vocd), attempt to introduce a new index of lexi-
ca diversty. However, McCarthy et d. (“vocd-D and HD-D”) argue that this
index dso depends on sample length (McCarthy et d., ibid, 382). The present
stud;é aso includes areview of post-Baayen indices (McCarthy et d., ibid, 382).

Hout van and Vermee, “Comparing Measures,” 94.
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In addition, the results of hierarchica clustering can be graphically pre-
sented as acluster dendrogram®.

The clugter dendrogram presents the same data as a regular table, but a
clugtering agorithm attempts to combine the texts (as * geometrica points’)
into largers groups (clugters) based on their closeness as “points’ (darting
from two). Moreover, it further combines smdler groups of points into
largers clugers based on the Euclidian distance between the centers of the
dusters”.

The sandard clugter dendrogram agorithm (Euclidian metrics with the
“average method”) produced the graph in Figure 3.1. If the dendrogram is
cut a the 0.04 level on y-axis®, then the dgorithm groups texts into three
wide groups. Group 1, consigting of the outlier the Xiao Jing; Group 2,
consgting of the Shi Jing, the Shu Jing, the Lun Yu, and the Zhou Yi; and
Group 3, condgting of al other texts. Group 2 features texts with a higher
TTR levd, so it is hot surprising that smdl- to medium-sized texts belong
there. Group 3 features texts with a lower TTR level. What is surprising,
eg., is tha the Chun Qiu and the Mengzi were aso placed in Group 3,
whilethe Shi Jing falsinto Group 2 (i.e, it istreated as a shorter text).

TTR=V(N)/N

Eamier Beymragrem b Typs-Tossn Baps | WHiR

Figure 3.1. TTR dendrogram

% This study utilized dlustering software provided by the standard R language
package. 1t a0 used agglomerative clustering with Euclidian average distance for
metrics.

%" In other words, “the average method.” Other methods were attempted in
this study, but they did not produce a significant difference.

% Hereafter, the vaue for the horizontal cut is chosen in the way to identify
the most meaningful largest groups.
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Table3.1. TTR vaues (sorted by TTR in decreasing order)®

Text N \Y TTR

XJ 1800 374 0.2078
SHI 29622 2833 0.0956
LY 15923 1361 0.0855
SHU 24537 1910 0.0778
zZY 13348 1030 0.0772
CQ 16791 941 0.056

MZ 35354 1892 0.0535
ZHZ 65251 2968 0.0455
ZL 49410 2212 0.0448
GL 40835 1594 0.039

GY 44224 1640 0.0371
LJ 97994 3041 0.031

YL 53882 1536 0.0285
Y74 178563 3235 0.0181
CcQzz 195354 3251 0.0166

It is difficult to see much “stylistical meaning” in grouping together,
e.g., the Zhou Li, the Zhuangzi, the Gongyang Zhuan, and the Guliang
Zhuan, except for their ordering according to the TTR fina vaues. In
addition, combining the Chun Qiu and the Mengzi definitely contradicts
styligtic expectation. Otherwise, the results of the TTR approach are
basically what could be expected and they mostly reflect text sasmple size.
However, the indices to be discussed below claimed independency of text
length. Therefore, they will be reviewed in the order of their position in
Table 2.2, which is the order of their presentation in Tweedie and
Baayen's article.

3.2. Guiraud’'sR

R— V(N)

VN

¥ See“voc_ref xIs MAIN_LOOKUP/TTR values for WSP corpus’.
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Cluster Dendrogram for Guiraud's Method
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Figure 3.2. Guiraud's R dendrogram
Table3.2. Guiraud's R values (sorted by R in decreasing order)®

Text N V R

SHI 29622 2833 16.46036
SHU 24537 1910 12.19334
ZHZ 65251 2968 11.61904
LY 15923 1361 10.78563
MZ 35354 1892 10.06241
ZL 49410 2212 9.951251
LJ 97994 3041 9.714416
Y 13348 1030 8.915160
XJ 1800 374 8.815265
GL 40835 1594 7.888093
GY 44224 1640 7.798568
Y4 178563 3235 7.655588
CQzz 195354 3251 7.355392
CQ 16791 941 7.261918
YL 53882 1536 6.617125

40 See “voc_ref xIs MAIN_LOOKUP Guiraud's R values (sorted by R in
decreasing order)”.
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Guiraud's R demondtrates less dependency on text length since text
order according to R is not the text size order. The Shi Jing goesto thetop
of the ordered list, which isclosed by the Yi Li. The longest texts, such as
the Zuo Zhuan and the Zuo Zhuan with the Chun Qiu, are till placed
closer to the end, while other long texts, such as the Zhuangzi and the Li
Ji, are placed in the firgt haf of the ligt. The dendrogram cut at the 2.0
level provides four groups. 1) the singular Shi Jing; 2) the Shu Jing and
the Zhuangzi; 3) the Yi Li; and 4) the Chun Qiu, the Zuo Zhuan with the
Chun Qiu, the Zuo Zhuan, the Gongyang Zhuan, and the Guliang Zhuan
(i.e, mostly “historical”** prosaic textg). This arrangement indicates some
relationship to stylistic characteristics®.

However, this clustering does not offer meaningful stylistic grouping,
especially since the Xiao Jing is paired with the Zhou Yi and the Mengzi
is paired with the Zhou Li. Yet, Hoet Van and Vermee consider (Hout
van and Vermee, “Comparing Measures,” 100) Guiraud's R to be the
most productive measure of lexica richness (measuring proficiency of
second language learning).

3.3.Herdan’sC

“! Here, the adjective “ historical” is not a genre definition. Some of these texts
are not redly “historic,” e.g., the Chun Qiu “chronicle itsdf may be seen as a
developed form of omen record” (Brooks and Brooks, “Emergence of Ching”
22), not a conscioudly written historical text that could be extended to the Gongy-
ang Zhuan and the Guliang Zhuan. These texts are not even “narratives,” accord-
ing to the following popular definition: “[N]either does narrative exist without
integration into the unity of a plot, but only chronology, an enunciation of a suc-
cession of uncoordinated facts’ (Bremond, “Logic of Narrative Possibilities,”
390). The Zuo Zhuan contains some narratives and historical prose. However,
these texts are not only close styligtically but they also record and interpret events
in history.

“2 However, this author does not want to state that vocabulary richness values
can be directly linked to genre styligtics. This issue will be discussed more in
Section 4.3. However, it is worth noting any discovered correlation between
quantitative indices and genre stylistics.
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Cluster Dendrogram for Herdan's Method
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Figure 3.3. Herdan's C dendrogram
Table 3.3. Herdan's C values (sorted by C in decreasing order)™

Text N \ C

XJ 1800 374 0.790371
SHI 29622 2833 0.772036
SHU 24537 1910 0.747418
LY 15923 1361 0.745797
Y 13348 1030 0.730311
ZHZ 65251 2968 0.721238
MZ 35354 1892 0.72045
ZL 49410 2212 0.712594
CQ 16791 941 0.703795
LJ 97994 3041 0.697832
GL 40835 1594 0.694527
GY 44224 1640 0.69201
YL 53882 1536 0.67345
Y4 178563 3235 0.668319
CQzz 195354 3251 0.663794

3 See “voc_ref xIsMAIN_LOOKUP/ Herdan's C values (sorted by C in
decreasing order)”.
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Unlike Giraud's R, Herdan's C follows texts' size closer, athough not
ascloseasthe TTR. If acut on its dendrogram is made at the 0.03 leve,
then the clustering produces several groups, vaguely depending on size.
That is, it groups the Chun Qiu, the Gongyang Zhuan, and the Guliang
Zhuan with the Li Ji, but it groups the Zuo Zhuan and the Chun Qiu Zuo

Zhuan together with the Yi Li. It also groups the Lun Yu and the Shu
Jing, while placing the Mengzi into one group with the Zhuangzi.

3.4. Rubet’sk
~ log V(N)
~ log(log N)

Cluster Dendrogram for Dugast-Rubet's method
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Figure 3.4. Rubet’ s k dendrogram
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Table 3.4. Rubet’ sk values (sorted by k in decreasing order)*

Text N V K

SHI 20622 2833 5.307357
SHU 24537 1910 5.107089
ZHZ 65251 2968 5.087419
LY 15923 1361 5.02657
XJ 1800 374 5.019382
LJ 979%4 3041 4.98853
MZ 35354 1892 4.981165
ZL 49410 2212 4.980872
zY 13348 1030 4895199
zZ 178563 3235 4.872745
CQzz 195354 3251 4854049
GL 40835 1594 4824491
GY 44224 1640 4819515
CQ 16791 %41 4.751399
YL 53882 1536 4.720624

Rubet’s k is similar to Guiraud’'s R in four characteritics that were
indicated above: 1) the order of the text, structured by decreasing k, does
not follow the text lengths ordering; 2) it groups “historica texts’
together; 3) it places the Shi Jing at the top; and 4) it places the Yi Li at
the bottom of the k-ordered list.

35.Maas A?
5 logN —log V(N)

-
log N

a

“ See “voc_ref xIs MAIN_LOOKUP/ Rubet’s k vaues (sorted by k in
decreasing order)”.
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Cluster Dendrogram for MAAS
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Figure 3.5. Maas s A? dendrogram
Table 3.5. Maas's A% values (sorted by AZin decreasing order)®

Text N V A’

CQ 16791 941 0.070106
YL 53882 1536 0.069017
GY 44224 1640 0.066296
GL 40835 1594 0.066248
Y 13348 1030 0.065373
XJ 1800 374 0.064397
CQzz 195354 3251 0.063545
Y4 178563 3235 0.063156
MZ 35354 1892 0.061461
ZL 49410 2212 0.061231
LJ 97994 3041 0.06054
LY 15923 1361 0.060495
ZHZ 65251 2968 0.057899
SHU 24537 1910 0.057538
SHI 29622 2833 0.05098

Maes AZ like Rubet' sk and Guiraud’'s R, does not display a corrdation
of text lengths and index values. In addition, it does not offer any specific
genre grouping (e.g., historic texts). Meanwhile, it sdects the Shi Jing as a
text at the list’ sextreme and placesthe Yi Li closeto thisextreme.

% See “voc_ref. xISMAIN_LOOKUP/ Maas's A? values (sorted by A%in
decreasing order)”.
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3.6. Lukyanenko—-Nesytoj'sLN

1 — ViN?
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Cluster Dendrogram for Tuldava-Lukyanenko-Nesytaj
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Figure 3.6. Lukyanenko and Nesitoj’s LN dendrogram
Table3.6. LN vaues (sorted by LN ininreasing order)*

Text N \ LN

XJ 1800 374 -0.30719
Y 13348 1030 -0.2424
LY 15923 1361 -0.23798
CQ 16791 941 -0.23668
SHU 24537 1910 -0.2278
SHI 29622 2833 -0.22363
MZ 35354 1892 -0.21986
GL 40835 1594 -0.21687
GY 44224 1640 -0.21525
ZL 49410 2212 -0.21305
YL 53882 1536 -0.21135

“6 See“voc_ref xIsMAIN_LOOKUP/ LN values (sorted by LN ininreasing
order)”.
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ZHZ 65251 2968 -0.2077

LJ 97994 3041 -0.20035
Y4 178563 3235 -0.19041
CQzz 195354 3251 -0.18901

The Lukyanenko—Nesytoj’sLN, similar tothe TTR, basicaly displays
acorrelation of text lengths and index values. Moreover, it separates “his-
torical” texts. Here the Shi Jing is placed in the middle of the ordered ligt,
while groupings in the dendrogram (cut at the 0.02 level) do not offer

much stylistic meaning.

3.7.Brunet’ W
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Figure 3.7. Brunet's W dendrogram
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Table 3.7. Brunet's W vaues (sorted by W in increasing order)*’

Text N V W

SHI 29622 2833 13.78493
XJ 1800 374 14.96381
SHU 24537 1910 15.74132
LY 15923 1361 16.39098
ZHZ 65251 2968 16.48212
MZ 35354 1892 17.47091
ZL 49410 2212 17.70207
Y 13348 1030 17.82408
LJ 97994 3041 18.04657
GL 40835 1594 19.81939
GY 44224 1640 19.97337
CQ 16791 941 20.0124
ZZ 178563 3235 20.32376
CQ Zuozhuan 195354 3251 20.73038
YL 53882 1536 21.85115

If the cut is made at the 1.0 level, then Brunet's W provides five sub-
groups of which one of them groups historical texts together. In addition,
it placesthe Yi Li and the Shi Jing at the extreme ends of the ordered list.

3.8.Honore' sH

log N

VLN
V(N)

H =100

4" See “voc_ref xISUMAIN_LOOKUP/ Brunet's W values (sorted by W in
increasing order)”.
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Cluster Dendrogram for Honore's method
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Figure 3.8. Honore' sH dendrogram
Table 3.8 Honore's H values (sorted by H in increasing order)®

Text N V(N) H

Y 13348 1030 533.8164
XJ 1800 374 571.5831
GY 44224 1640 611.467
YL 53882 1536 613.2909
SHU 24537 1910 621.5388
SHI 29622 2833 622.8163
GL 40835 1594 622.8802
MZ 35354 1892 623.146
ZL 49410 2212 631.5522
CQ Zuozhuan 195354 3251 640.3747
zZ 178563 3235 642.0841
LY 15923 1361 646.9407
CQ 16791 941 647.5239
LJ 97994 3041 656.4982
ZHZ 65251 2968 679.8142

Honore's H does not correlate text lengths and index vaues, but it is
difficult to find stylistic meaning in its groupings.

* See “voc_ref xIsMAIN_LOOKUP/ Honore's H values (sorted by H in
increasing order)”.
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3.9.Sichd’sS
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Figure 3.9. Sichd’s S dendrogram
Table 3.9. Sichel’s S values (sorted by Sin decreasing order)®

Text N V S

Y 13348 1030 0.193204
XJ 1800 374 0.187166
Shi 29622 2833 0.171903
LY 15923 1361 0.164585
CQ 16791 941 0.160468
MZ 35354 1892 0.154334
SHU 24537 1910 0.146597
ZHZ 65251 2968 0.143531
GY 44224 1640 0.142073

49 See “voc_ref XIsSUMAIN_LOOKUP! Sichel’s S values (sorted by S in
decreasing order)”.
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ZL 49410
YL 53882
LJ 97994
GL 40835
CQzz 195354
Y4 178563

2212
1536
3041
1594
3251
3235

0.135624
0.133464
0.125617
0.125471
0.100277
0.099845

If the dendrogram is cut at the 0.02 leve, then Sichel’s S clustering

produces four groups, grouping together (among others) the two longest
texts and then the Xiao Jing and the Zhou Yi. While Sichel’s S order is
not exactly the TTR order, it vaguely correlatesto text size.

3.10. Michea’'sM
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Figure 3.10. Michea'sM dendrogram
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Table 3.10. Miches sM values (sorted by M in increasing order)™

Text N \V M

zY 13348 1030 5.175879
XJ 1800 374 5.342857
SHI 29622 2833 5.817248
LY 15923 1361 6.075893
CcQ 16791 o1 6.231788
MZ 35354 1892 6.479452
SHU 24537 1910 6.821429
ZHZ 65251 2968 6.967136
GY 44224 1640 7.038627
ZL 49410 2212 7.373333
YL 53882 1536 7.492683
LJ 97994 3041 7.960733
GL 40835 1594 7.97
CQzz 195354 3251 9.972393
Y4 178563 3235 10.01548

Michea sM index, in someways, issimilar to Sichel’s S and other
indicesthat correlate index vaues and text sizes.

3.11. Yule sk

_ 1ot tEi VO NIG/NY] - N
L

= 10* [—% + Z Vii, N) (%J-‘ |

% See “voc_ref xIs MAIN_LOOKUP/ Miches's M values (sorted by M in
increasing order)”.
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Cluster Dendrogram for Yule's Method
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Figure 3.11. Yul€' sK dendrogram
Table3.11. Yule€ sK values (sorted by K in decreasing order)™

Text N V K

LY 15923 1361 135.486
CQ 16791 941 119.086
XJ 1800 374 114.580
MZ 35354 1892 105.034
Y 13348 1030 102.313
GL 40835 1594 95.4268
ZHZ 65251 2968 90.8390
ZL 49410 2212 84.9890
GY 44224 1640 82.4085
LJ 97994 3041 71.3906
Y74 178563 3235 67.0797
YL 53882 1536 66.3595
CQzz 195354 3251 63.5706
SHU 24537 1910 54.0901
SHI 29622 2833 49.1837

Yule'sK index does not display direct dependency on the text length.
Its groupings, provided by clustering (cut a 14), are very different than
those of other indices.

* See “voc_ref xIs MAIN_LOOKUP/ Yule's K values (sorted by K in
decreasing order)”.
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3.12. Herdan’sVm
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Figure 3.12. Herdan's Vm dendrogram
Table 3.12. Herdan's Vm values (sorted by Vm in increasing order)>

Text N V(N) Vm

XJ 1800 374 0.035509
SHU 24537 1910 0.062502
SHI 29622 2833 0.063014
YL 53882 1536 0.077046
CQzz 195354 3251 0.078906
i 178563 3235 0.081092
LJ 97994 3041 0.083106

%2 See “voc_ref xIsAMAIN_LOOKUP/ Herdan's Vm values (sorted by Vm
inincreasing order)”.
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GY 44224 1640 0.087152

ZL 49410 2212 0.090117
Y 13348 1030 0.093307
ZHZ 65251 2968 0.093677
GL 40835 1594 0.095377
MZ 35354 1892 0.10003

CQ 16791 941 0.102799
LY 15923 1361 0.112172

Herdan's Vmisinteresting since it singles out the Lun Yu (similar to
Yule sK). Otherwise, it does not offer any interesting stylistic grouping.

3.13. Partial TTR measurements

The results of the anadysis based on the final values of indices seem to
be extremdy diverse. Only a few constants allowed the grouping of texts
(by clustering) in away that could be remotely interpreted as stylisticdly
meaningful.

It is possible to measure WSP texts at equa sample sizes. The TTR
values could be calculated at some fixed sample intervals, eg., at 15,000
and 30,000 characters. The results for the 30,000 token samples are pre-
sented in Dendrogram 3.13 and Table 3.1, while the results for the 15,000
token samples are presented in Dendrogram 3.14 and Table 3.14. These
points have been salected due to the 30,000 tokens being the sample size,
which include al large- and medium-sized texts, and the 15,000 tokens
sincethis sample sizeincludes dl texts (except the Xiao Jing).

Cluster Berdragram for TTR af 3000 characiers
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Figure 3.13. Partia TTR’s dendrogram. Taken for sample lenghts of
30 000 characters (shorter texts are assigned 0 values)
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Table 3.13. Partid TTR vdues (sorted in decreasing order by TTR), for
sample lenghts of 30 000 characters (shorter texts are assigned n/avaues)™

Text N V V(300000 TTR(30000)
SHI 29622 2833 2833 0.094433
ZHZ 65251 2968 2161 0.072033
LJ 97994 3041 2069 0.068967
27 178563 3235 1902 0.0634
CQzz 195354 3251 1825 0.060833
MZ 35354 1892 1768 0.058933
ZL 49410 2212 1627 0.054233
GL 40835 1594 1392 0.0464
GY 44224 1640 1381 0.046033
YL 53882 1536 1082 0.036067
CQ 16791 941 na na

LY 15923 1361 n‘a n‘a

SHU 24537 1910 n‘a na

XJ 1800 374 n‘a na

ZY 13348 1030 n‘a n‘a

Cluster Dendrogram Tor TTR al 153000 characiers
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Figure 3.14. Partid TTR’'s dendrogram. Taken for sample lenghts of
15 000 characters (shorter texts are assigned 0 va ues).

¥ See “voc_ref XIsYMAIN_LOOKUP/ Partid TTR vaues (sorted in
decreasing order by TTR)".
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Table 3.14. Patiad TTR vauesfor 15000 samplees (sorted in decresing
order by TTR), for sample lenghts of 15 000 characters (shorter texts are
assigned n/avaues)™

Text N V V/(15000) TTR(15000)
SHI 29622 2833 2067 0.1378
SHU 24537 1910 1658 0.110533
ZHZ 65251 2968 1611 0.1074
LJ 97994 3041 1510 0.100667
2z 178563 3235 1461 0.0974
MZ 35354 1892 1375 0.091667
CQzz 195354 3251 1364 0.090933
LY 15923 1361 1328 0.088533
ZL 49410 2212 1125 0.075
GL 40835 1594 1037 0.069133
Y 13348 1030 1030 0.068667
GY 44224 1640 978 0.0652
CQ 16791 941 888 0.0592
YL 53882 1536 872 0.058133
XJ 1800 374 n‘a n‘a

While sometexts are shorter than 30,000 tokens, it is possible to compare
the results with dustering at 15,000 tokens. Cutting both dendrograms e the
0.02 levd provides similar results. Unlike the find vaues dendrogram, the
Shi Jing (the Xiao Jing is missing) is Sngled out in dugtering and placed at
the top of the lig, while the Yi Li is placed at the bottom. In both cases,
historical texts are split. The vaues of the TTR in both cases of partid
samples do not corrdate with text lengths, unlike the situgtion with find
vaues™. This supportstheideathat the TTR index (under certain conditions)
can be beneficid for evauating vocabulary richness.

3.14. Discussion of theresultsfor thefinal value and partial index
approaches

As Hoover notes, “various measures of vocabulary richness produce
further interesting differences in how they rank texts on the basis of vo-
cabulary richness — differences that reflect their radicaly different bases
and methods of calculation” (Hoover, “ Another Perspective,” 169). Hoo-
ver, similar to Tweedie and Baayen (336), had the benefit of controlling

> See“voc_ref xIs MAIN_LOOKUP/ Partial TTR vaues for 15000 samplees
(sorted in decresing order by TTR)”.
%% |n Section 4, these results will be discussed in more detail.
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these differences by authorship of texts in their sample and grouping the
constants based on correct ranking™. In the case of the WSP corpus, other
criteria could be used for grouping indices.

Table 3.14. Indicesmatching four criteria

Index Short Length- |Grouping |Shi YiLi/
name |ordered |historical Jing/  |bottom
texts top
TTR TTR yes no (second) |no
TTRa 30000 |[TTR no no yes yes
sample
TTRa15000 |TTR no no yes yes
sample
Guiraud R no yes yes yes
Herdan C amost no (second) |no
Rubet k no yes yes Yes
Maas A2 no no yes amogt
Luk'janenkov- [LN yes no no no
Nesitoj
Brunet W no yes yes yes
Honoré H no no no No
Schd S amost no no No
Michéa M amost no no No
Yule K no no yes No
Herdan VM no no no no

Four recurrent binary features have been noted earlier. First, the order
of the final values may or may not reflect text lengths. Second, some in-
dices group “historical” texts together (which might be seen as styligtic
selection), while others do not. Third, some indices could definitely favor
the Shi Jing, placing it a the top of the list. Fourth, similarly, some indi-
cesplacethe Yi Li at the opposite end (of the Shi Jing) of the list. These
four binary features could form the criteria for grouping indices. Table
3.15 presents the breakdown. Findly, Guiraud's R, Rubet’s k, and Bru-
net’sW satisfy all four criteria. The partial TTR values match three of the
four criteria, excluding genre grouping. This result will be discussed in
more detail in the fourth section.

% Hoover further notes that “these variations in richness order merely empha-
size the fact that different measures of vocabulary richness measure different as-
pects of vocabulary structure” (Hoover, “ Another Perspective,” 169).
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4. Vocabulary Development Profiles

The TTR index could till be used for the description of vocabulary
richness and growth by charting vocabulary growth dynamicaly as de-
velopmental profiles, which was demonstrated by, eg., Tweedie and
Baayen's“How Variable May a Constant Be?">".

Unlike most other indices, the TTR has an immediate and clear mean-
ing of measuring the relative rate of vocabulary growth. If atext demon-
strates a comparatively faster growth of vocabulary, then its developmen-
tal curve remains higher on the chart compared to the curves of the texts
with a lower rate of vocabulary growth. The TTR developmenta profile
alows anayzing the dynamics of the rate of adding new charactersto the
exigting vocabulary. Analysis of developmenta profiles helps visualy (as
well as numerically™®) estimate how fast some texts add new charactersto
their vocabulary compared to other texts™. Figure 4.1 displays a view of
the TTR’s complete developmental profile for the WSP Ctexts texts™.

Developmenta profiles are based on the abstraction of the character
stream. This means that texts are perceived as one long string of charac-
ters, presumably stochastically generated by one source for each text (i.e.,
which vocabulary is being evaluated). The TTR values are calculated at
even intervals in the sample and the subtext borders are not taken into
consideration. Considering the average size of text samples, a 1,000-
character interval was chosen astheintervd for this study.

4.1. Complete TTR developmental profile

The curves in Figure 4.1 demonstrate that the longer WSP texts
gradualy converge into an asymptote, flattening out a approximately

* These authors offer a more advanced study (Tweedie and Baayen, “How
Variable May a Constant Be?'). The present study does not investigate randomi-
zation, intervals, coherent prose, and so on.

% This difference could further be the foundation for evaluating text stylistic
differences, whileit istoo early to make definite quantitative suggestions. Thisis
why there are no quantitative indices for curve slopes in the present study, espe-
cidly since it is «ill unclear how they could be used. Therefore, this study will
only gperform some visual observations.

> “Trimming the texts to equal size allows the number of types to be used as
adirect measure of vocabulary richness and lays the groundwork for an examina-
tion of intratextual variability” (Hoover, “ Another Perspective,” 159).

® The TTR values (y-axis) are presented for every 1,000 characters of texts
(x-axis).
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70,000 tokens™, meaning that there is no significant change in the rate of
vocabulary growth beyond this sasmple size; i.e., after this point, character
vocabularies are saturated. However, the curve dopes (i.e., rates of vo-
cabulary growth) vary in the zone preceding this area.

TR camplet e cessiopmeial graties for WP Teo

Figure 4.1. TTR complete developmental profiles for WSP Texts™

As David Mavern and Bryan Richards state, “[t]he more dowly a
curve fdls and the higher up in the spaceit is, the nearer that sampleisto
the mogt diverse text possible. The more quickly a curve fals, the lower
in the spaceit lies and the nearer it isto the least diverse text there can be”
(Malvern and Richards, “Measures of Lexicd Richness,” 3). The Shi Jing
clearly remains a the top. All of this explains why the ability to sdlect the
Shi Jing and the Yi Li as two extreme points of the spectrum was earlier
referred to as a“criterion for classifying indices.” The indices that placed
them on the top and bottom positions need to reflect the tendency.

To better understand the slopes of the curvesin Figure 4.1, they can be
fitted to some function. It is not exactly known what isthe law behind the
TTR developmental profile curves, but it is generdly presumed that
power law (y = ax"b) is a good approximation. The fitting of the TTR

®! There have been several hypotheses regarding the nature of TTR curves by
severa researchers, from Poisson to inverse Gaussian digtribution (see a review
in Mitchell, “Type-token Models,” 2).

82 This chart is built based on data presented in “voc_ref XIS TTR_ALL”.
The main table presents V(N) vaues for al WSP texts, take at sample sizes each
thousand, and respective TTR value for this V(N). (The find values for some
texts could be dightly different from exact values, as N is a multiple of 1000.)
The scalable chart TTR complete developmental profiles for WSP Texts are situ-
aed right below the main table.
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curves was implemented using a free, online curve-fitting package, My-
CurveFit®, to increase the reproducibility of this study. The main results
(the curve images and the numerical parameters) are presented in the ac-
companying Excel spreadsheet™.

The power law curves can be converted into straight lines, when the
X- and Y-axes are converted to logarithmic scale. In this case, the pa
rameter “a’ becomes the Y-axis intercept and the parameter “b” becomes
the lin€' s dope. These numbers are presented on the Main Lookup sheet
(“voc_ref xIskMAIN_LOOKUP”).

Table 4.1 presents these numbers for the corpus texts, sorted by the
increasing “b” parameter. It shows that the Yi Li and the Xiao Jing dem-
ongrate the stegpest drop in the TTR curves, while the Shi Jing, the Lun
Y u, and the Zhou Li demonstrate more vocabulary diversity.

Table 4.1. Power Method Curve Fitting Parameters y = ax"b (com-
plete samples)®

Text a b
SHI 0.364123 -0.36189
LY 0.303624 -0.43227
ZL 0.268362 -0.46971
SHU 0.415781 -0.47475
MZ 0.321539 -0.47974
GY 0.239313 -0.48198
ZHZ 0.383938 -0.48299
Y 0.282812 -0.50061
CQ 0.234874 -0.50537
GL 0.268645 -0.50955
CQzz 0.353877 -0.51907
27 0.370022 -0.51933

% DOI: www.mycurvefit.com. This free site will not accept sequences larger
than 100 points. Thus, severd larger texts were truncated to 90-100 points. In a
few cases, eg., the Zhou Li, afew points at the beginning were definitely out of
range, which skewed the fitting. Therefore, a couple of points were taken out of
the sequence (in the case of the Zhou Li) to better fit the other points. Otherwise,
the fitting process was very basic. Besides the power law, other fitting methods
were tested such as the polynomia and exponential functions. They also demon-
srated good results (especialy for some curves, see the spreadsheet), but the
power law was the best for most of the curves.

% See“voc ref.xls</ FIT_ALL”.

® See “voc_ref xIs MAIN_LOOKUP/ Power Method Curve Fitting Pa
rameters’.
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LJ 0.413892 -0.52272
YL 0.276727 -0.55608
XJ 0.276 -0.56163

4.2. Partial TTR developmental profiles

The sample size of 70,000 tokens is the approximate area beyond
which the curves of texts in the corpus visibly flatten. Meanwhile, 30,000
tokens is another interesting sample size, alowing a better scale for com-
parison of most texts, except for the shortest (Figure 4.2). Numerical val-
ues of 30,000 sample end point values are presented in Table 4.2.

TR Pt D iy Pl Faor WEF Clens Q0008 vakin = ipde]

Figure 4.2. TTR profile for WSP text samples at 30000 characters®
Table4.2. TTR vaues for WSP text samples at 30000 characters’’

Text N V V/(30000) TTR(30000)
SHI 29622 2833 2833 0.094433
ZHZ 65251 2068 2161 0.072033
LJ 97994 3041 2069 0.068967
7z 178563 3235 1902 0.063400
CcQzz 195354 3251 1825 0.060833
MZ 35354 1892 1768 0.058933
ZL 49410 212 1627 0.054233
GL 40835 1504 1392 0.046400

% This chart is adso built based on data presented in “voc_ref.xisx/
TTR_ALL". The scalable TTR profile for WSP Text samples at 30000 characters
is situated below the main table.

®7 See “voc _ref. xIsMAIN_LOOKUP/ TTR” values for WSP Text samples
at 30000 characters.
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GY 44224 1640 1381 0.046033

YL 53882 1536 1082 0.036067
CQ 16791 941 na na
LY 15923 1361 n‘a n‘a
SHU 24537 1910 na na
XJ 1800 374 na na
Y 13348 1030 n‘a n‘a

It is possible to group texts by curve gradients in three subgroups®.
On the top, there is the Shi Jing (with a TTR of 0.094, which is dmost
three times larger than the lowest one; i.e, the Yi Li with a TTR of
0.036). Then the Shu Jing should have come next, but it is dightly shorter
than 30,000 tokens in the WSP version)®. After that, come the Zuo
Zhuan, the Chun Qiu Zuo Zhuan, the Lun Yu, and the Mengzi. Findlly,
there are the others, which include the Zhou Li, the Guliang Zhuan, the
Gongyang Zhuan, the Xiao Jing, the Yi Li, and the Chun Qiu. This is
close to what the cluster agorithm displays, except that the Shi Jing
represents the top group, not the Xiao Jing.

It isaso possible to group the texts asfollows:

1) The Shi Jing;

2) The Shu Jing, the Zhuangzi, the Li Ji, the Zuo Zhuan, the Chun the
Qiu Zuo Zhuan, the Mengzi, the Zhou Li, the Guliang Zhuan, and the
Gongyang Zhuan;

3) TheYi Li.

The sample size of 15,000 tokens alows a clearer picture, including
practicaly al of the WSP corpus texts (Figure 4.3). This profile alows
theidentification of amore articulate grouping:

1) The Shi Jing;

2) The Shu Jing, the Zhuangzi, the Li Ji, the Zuo Zhuan, the Chun Qiu
Zuo Zhuan, the Mengzi, and the Zhou Li;

3) The Zhou Yi, the Chun Qiu, the Guliang Zhuan, and the Gongyang
Zhuan;

4) TheYi Li.

% Even if the text samples are smaller than 30,000 token size. These sub-
groupsare not “clusters’ since the grouping is based on simple visua sorting.

® However, for a continued curve, the values will be less than the Zhuangzi
and theLi Ji.

235



TTA Paribsl Mevslzprnent Fratle for BEP Cheats | 150000 bolen samiplel

Figure 4.3. TTR profile for WSP Text samples at 15000 characters’
Table4.3. TTR vaues for WSP Text samples at 15000 characters’™

Text N v V(150000  TTR(15000)
HI 29622 2833 2067 0.1378
SHU 24537 1910 1658 0.110533
ZHZ 65251 2968 1611 0.1074
LJ 97994 3041 1510 0.100667
7z 178563 3235 1461 0.0974
MZ 35354 1892 1375 0.091667
CcQzz 195354 3251 1364 0.090933
LY 15923 1361 1328 0.088533
ZL 49410 2212 1125 0.075
GL 40835 1594 1037 0.069133
zY 13348 1030 1030 0.068667
GY 44224 1640 978 0.0652
CQ 16791 M1 888 0.0592
YL 53882 1536 872 0.058133
XJ 1800 374 na n/a

™ This chart is adso built based on data presented in “voc_ref.xisx/
TTR_ALL". The scalable chart TTR profile for WSP Text samples at 15000
charactersis situated right below the main table.

™ See“voc _ref xIsMAIN_LOOKUP/ TTR values for WSP Text samples at
15000 characters’.
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Table 4.4. Power Method Curve Fitting Parameters y = ax”*b (samples
of 15000 characters)”

Text a b

shu 0.351897 -0.32366
shi 0.351897 -0.32366
ly 0.303005 -0.42924
Zhz 0.368025 -0.43461
Y4 0.346208 -0.443
cqzz 0.333212 -0.44924
Zl 0.256942 -0.44937
lj 0.392175 -0.45649
mz 0.316927 -0.46192
Gy 0.236047 -0.46464
Yl 0.265421 -0.48969
Zy 0.282812 -0.50061
ol 0.267284 -0.50331
cq 0.234784 -0.50475
Xj na n‘a

The curve fitting was dso conducted for the partia sample of 15,000
characters. The results are presented in Table 4.4. This table better dem-
ongrates that the Shu Jing, the Shi Jing, and the Lun Yu could have the
most diverse vocabularies, while the Chungiu and the Xiagjing have the
least (the Yi Li isnot the last text on thislist).

4.3. Discussion of theresults of developmental profiles

The results of the developmenta profiles demondgtrate that the WSP
texts display varying TTR tendencies. The Shi Jing's vocabulary grows
consistently stronger than any other text, i.e,, thistext isthe most lexicaly
diverse. The Yi Li's vocabulary demonstrates distinctively weaker
growth in the WSP corpus. The texts that could be grouped as* historical”
(the Zuo Zhuan, the Chun Qiu, the Guliang Zhuan, and the Gongyang
Zhuan) tend to be close to one ancther in the middle of the spectrum (or
dightly lower than the average). This is why the final value indices that
placed the Shi Jing and the Yi Li at opposite ends of the spectrum as well
asgrouped “historical” texts together represent more interest.

Is it possible to associate these observetions regarding the TTR vaues
with stylistic or genre characterigtics such as texts being historica or po-

2 See “voc_ref xIsMAIN_LOOKUP/ Power Method Curve Fitting Parame-
ters’.
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ic? Is it possble to associate specific vocabulary richness vaues in the
WSP corpus with texts being historica or poetic? Isit possible that vocabu-
lary grows differently for historica texts ascribed to one author, while this
index for ahigtorical text by another author could be closer to a poetic text?
In other words, could vocabulary richness be an index of agenre or stylistic
feature unlike individud style? How do we evduate vocabulary richness
datafor large heterogeneous collections like the texts in the WSP corpus?

At this point, the present author can only admit the complexity of the
problem. However, the author cannot agree with the statement that “word
count” isirrdevant, i.e., it cannot be used for any stylistic or authorship
analyss. The developmenta profiling provides information on texts
comparative vocabulary richness, singling out the Shi Jing as the richest
text and the Yi Li as the smplest, while other texts took an intermediate
position between them.

5. Developmental Profilesof Rareand Freguent Characters

There are two main approaches to utilize word frequencies for stylistic
analysis. In one approach, infrequent words (hapax legomena, and le-
gomena, i.e., the characters that have only two samples) are analyzed to
evaluate the vocabulary richness of texts or compare texts. In the opposite
approach, the most frequent words (functional, “empty” or “noncontent”)
are considered the key to styligtic analysis. This article will analyze the
developmental profiles of hapax legomena (V1) and dis legomena (V2)
aswell as characters with afrequency of 50 or higher”.

5.1. Hapax legomena (V1) and dislegomena (V2)

One of important objects of quantitative linguistics analysis is hapax
legomena (singletons, unique words, V(1,N) or V1). According to the
large number of rare events (LNRE) mode of word frequency distribu-
tions developed by Baayen™, they play an important role in defining vo-
cabulary growth as wdll as dis legomena (V2). The TTR method can be
applied to V1 and V2 to create V1 TTR™ and V2 TTR indices. V1 TTR

" These are different for most texts, but they definitely include al function
characters aswell as some of the most frequent content words.

™ Baayen, following Khmaladze, describes word frequency distributions as
“Large Number of Rare Events (LNRE) digtributions, distributions characterized
by the presence of large number of words with very low probabilities of occur-
rence’ (Baayen, “Word Freguency,” 54-55), the outcome of which is that “sam-
ple relative word frequencies cannot be used to obtain the expected vaues of the
vocabulary size” (ibid, 57).

|t is sometimes called “the index of diversity” (Tuldava, “ Stylistics, Author
Identification,” 375).

238



curves demonstrate hapax legomena tendencies during text growth™. The
question is“ Should they follow the general TTR distribution?’

Table 5.1 contains V1 TTR numbers for 30,000 token samples. There
is roughly the same order of texts as that for regular TTR values at this
sample size, but there are definitely no pronounced groups. The V1 TTR
chart (Figure 5.1) shows that most curves are extremely close to one an-
other. Unlike theregular TTR chart, the V1 curvesin Figure 5.1 converge
very close to 30,000 tokens and they do not have considerable differences
in their dopes. Yet, the V1(30,000) TTR vaue of the Shi Jing (0.027) is
roughly three times higher than that of the Yi Li (0.009). Thus, the ratio
between the extremes remains.

Table5.1. TTR V1 vauesfor WSP Text (samples of 30000 characters)”’

Text N v V1(30000)  TTR(30000)
SHI 20622 2833 799 0.026633
ZHZ 65251 2968 713 0.023767
LJ 07994 3041 581 0.019367
7z 178563 3235 556 0.018533
CcQzz 195354 3251 515 0.017167
MZ 35354 1892 487 0.016233
ZL 49410 2212 442 0.014733
GL 40835 1594 370 0.012333
GY 44224 1640 341 0.011367
YL 53882 1536 274 0.009133
CQ 16791 941 na na

LY 15023 1361 na na

SHU 24537 1910 na na

XJ 1800 374 na na

zY 13348 1030 na na

® Some interesting statistics on V1 distribution in modern Chinese web cor-
porais presented in Hsieh, “Why Chinese Web-as-Corpusis Wacky?'.

" See “voc_ref xIs MAIN_LOOKUP/ TTR V1 values for WSP Text (sam-
ples of 30000 characters)”.
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Figure5.1. TTR chart for V1 WSP Text samples at 30000 characters’

Dis legomena (V2), the words that are encountered exactly twice,
should be, unlike V1, “red content words.” Table 5.2 presents the
V2(30,000) TTR vaues, while Figure 5.2 displays the V2(30,000) TTR
curves. However, the dynamic curves view for V2 TTR is similar to the
general TTR distribution. This raises the following questions. How con-
sistent is this growth? Is it possible that, since the Shi Jing consists of
many different pieces of poetry with flowery language and rare charac-
ters, thereis constant growth in hapax legomena that does not become dis
legomena quickly enough (and with it, diminishing TTR)?

Table5.2. TTR V2 vauesfor WSP Text (samples of 30000 characters)”

Text N V V2(30000) TTR(30000)
shi 29622 2833 487 0.0162
ZHZ 65251 2968 361 0.0120
LJ 97994 3041 293 0.0098
2z 178563 3235 246 0.0082
cqzz 195354 3251 253 0.0084
mz 35354 1892 287 0.0096
ZL 49410 2212 225 0.0075
gl 40835 1594 196 0.0065
ay 44224 1640 222 0.0074

"8 See“voc _ref.xIsx/V1 spreadshest”.
" See “voc_ref xIs MAIN_LOOKUP/ TTR V2 values for WSP Text (sam-
ples of 30000 characters)”.
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YL 53882 1536 146 0.0049

cq 16791 941 n‘a n‘a
ly 15923 1361 n/a n/a
shu 24537 1910 n/a n‘a
X 1800 374 n‘a n‘a
zY 13348 1030 n/a n/a

TUANE ¢hat Fai WS P Clets an Sl 5500 30000 wabins

Figure 5.2. TTR chart for V2 WSP Text samples at 30000 characters™

The V2 TTR digtribution is visually closer to the general TTR distri-
bution. The rate of hapax legomena growth is similar for al of the texts.
The dis legomena, which could be the content descriptors of the texts,
behave similarly to general TTR curves.

According to Baayen, the distribution of hapax legomena is important
for understanding when text vocabulary is nearing saturation or is moving
from the centrad LNRE zone to the late LNRE zone. The centrd LNRE
zone is the range of sample sizes “where the expected number of hapax
legomena is increasing” (Baayen, “Word Frequency,” 56). In the late
LNRE zone, the growth of hapax legomena stops, and its curve first flat-
tens and then decreases. The gtaling of the growth of hapax legomenais
only observed in three texts of the WSP corpus (Figure 5.3). Firgt, for the
Zuo Zhuan, when it reaches sample sizes of more than 60,000 (where its
TTR curve becomes closer to horizonta asymptote). Second, for the Yi
Li, where it occurs comparatively early, a 40,000 tokens. This fact also
places the Yi Li into a category of texts with rather a poor vocabulary
growth®. The flattening of the V1 curve for the Zuo Zhuan after 60,000,

80 See “voc_ref xIsx/V2 spreadsheet” .
8 Naturally, this only refersto the WSP corpus.
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together with the flattening of its TTR curve, should allow one to make
some projections regarding the generd vocabulary size of the writersin
the Warring States period.

W(1,N} chart for WSP Ctexts at complete sample
size
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Figure 5.3. Hapax legomenafor WSP corpus

5.2. Frequent words (V50+)

The fina index reviewed in this study is based on the distribution of
the mogt frequent words. What part of the corpus is covered by the most
frequent words? Researchers often use parameters such as “corpus cov-
erage” “lexical coverage,” or “cumulative frequency” (Da, “A Corpus-
based Study of Character and Bigram Frequencies’). The studies that
implement them mostly operate with frequency lists, e.g., the top 1000
characters (ordered by frequency). This approach seems to be not well
adjusted in the case of the WSP corpus, which is so heterogeneous that it
needs an individua list of frequent characters for each text. Moreover,
such lists can be difficult to merge in order to create a single-frequency
word list for the entire corpus™.

8 \/an Hout and VVermeer describe LFP — Lexic frequency profiles, dividing
words into nine groups (Hout van and Vermee, “ Comparing Measures of Lexical
Richness,” 107).

8 gmith and Witten recommend starting from the top 1% of the frequency
list, merging the lists for the corpus texts. However, this approach was not chosen
for the present study (Smith and Witten, “Language Inference from Function-
Word”). AsBin Li et . notice, of the 100 most frequent characters for their cor-
pus, “25 characters surprisingly do not occur in al the literatures’ (Li et.d.,
“Corpus-based Statistics,” 148). Moreover, “The general characters are them-
selves of high frequency, but they are not necessarily distributed uniformly” and
“this non-uniform distribution reflects the diversity of these literatures in do-
mains, ages, and the writing styles’ (1bid.).
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Therefore, for this study, another method was sdlected: the anadysis of
the digtribution of characters that are found in each individua text fifty
times or more (V50+)%. This study will not reject functional words since
it issearching for generd character frequencies not just the frequencies of
content words™.

Figure 5.4% presents the chart of the complete V50+ TTR distribu-
tions, while Figure 5.5% displays the charts for V50+ TTR at 30,000 to-
ken samples®. Table 5.3 presents V50+ data for the complete WSP
Ctexts, including the ratios of the number of V50+ tokens to all vocabu-
lary as well asthe V50+TTR®. Table 5.4 presents the V50+ TTR at the
sample size of 30,000 tokens®. Finaly, Table 5.5 presents the data re-
garding complete text coverage by V50+ characters™.

According to Table 5.5, V50+ characters tend to cover, on average,
more than 70% of texts longer than 30,000 tokens. In addition, this is
comparable to using the most frequent words in other methods™. This
aso judtifiesthe V50+ approach.

# See “Voc ref xIsV50+CHARS spreadsheet,” which lists these V50+
characters for each text in the WSP corpus, along with the number of entries and
the total sum of the entries of V50+ characters for each text. These sums allow
calculating text coverage.

8 Another approach is to reject content words: “A near must of stylometric
invedtigations is to exclude content words from the start. The reason for thisis
obvious: the use of content words depends on content, and the content of a text
(_topic ) is, by definition, not covered by stylometry” (Golcher, “A New Text
Statisticdl Measure,” 3), dthough Felix Golcher himsalf offers a content-word
ignorant method. On keeping content words and the two urns method, see Kor-
nai, “How Many Words,” 50). See also Evert on hapax legomena and dis le-
gomena (Evert, “ The Statigtics of Word Co-occurrences’).

8 See“Voc ref.xIsx/V50+ spreadsheet.”

87 See “Voc_ref xIsx/\V50+ spreadsheet.”

8 \/50+ characters are not al functional words, naturally. See thelist of char-
actersfor al of thetextsat “Voc_ref.xlsx/V50+CHARS spreadshest.”

# see “Voc ref XIsMAIN_LOOKUP/TTR” for V50+ characters in the
WSP CTexts (complete samples, sorted by V50+/V(N) decreasing).

% See“Voc ref. xIstMAIN_LOOKUP!” regarding the TTR V50+ values for
the WSP CTexts samples at 30,000 characters (sorted by decreasing TTR).

% See “Voc _ref xIsMAIN_LOOKUP!” regarding the TTR V50+ for the
WSP CTexts complete size (sorted by decreasing V50+ coverage).

% Jun Da (Da, Jun, “A Corpus-based Study,” 6) reports that cumulative cov-
erage of thetop 705 charactersin their study is approximately 75%.
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Figure5.5. TTR chart for V50+ WSP Text samples at 30000 characters

Table 5.3. TTR of V50+ characters for WSP CTexts (complete sam-

ples, sorted by V50+/V(N) decreasing)

Text N V V50+  V50+V(N) V50+TTR
CQzz 195354 3251 593  0.18240541 0.0030355
7z 178563 3235 560  0.17310665 0.0031361
YL 53882 1536 209 013606771 0.0038788
LJ 97994 3041 364 011969747 0.0037145
GY 44224 1640 170  0.10365854 0.0038441
GL 40835 1594 155 009723965 0.0037958
ZL 49410 2212 187 008453888 0.0037847
ZHZ 65251 2068 222 007479784 0.0034022
CQ 16791 941 69 0.07332625 0.0041093
MZ 3354 1892 125 006606765 0.0035357
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Y
SHU
LY
SHI
XJ

13348
24537
15923
29622
1800

1030
1910
1361
2833
374

51
94
53
A
3

0.04951456
0.04921466
0.03894195
0.03318037
0.00802139

0.0038208
0.0038309
0.0033285
0.0031733
0.0016667

Table 5.4. TTR V50+ vaues for WSP CTexts complete samples at
30000 characters (sorted by TTR decreasing)

Text N V V50+ TTR
YL 53882 136 0.004533
CQzz 195354 120 0.004000
Z7 178563 119 0.003967
GL 40835 118 0.003933
GY 44224 117 0.003900
LJ 9794 115 0.003833
ZL 49410 113 0.003767
MZ 35354 103 0.003433
SHI 29622 94 0.003133
ZHZ 65251 A 0.003133
SHU 24537 n‘a 0
LY 15923 n/a 0
ZY 13348 n/a 0
CQ 16791 n‘a 0
XJ 1800 n/a 0

Table5.5. TTR V50+ for WSP CTexts complete size (sorted by 50+
coverage decreasing)

50+

Text N V50+ V50+sum coverage
cqzz 195354 593 170269 0.8716
7z 178563 560 153336 0.8587
YL 53882 209 43366 0.8048
LJ 9794 364 76523 0.7809
ay 44224 170 33745 0.7630
a 40835 155 30718 0.7522
ZHZ 65251 222 47079 0.7215
cq 16791 69 11826 0.7043
ZL 49410 187 34388 0.6960
mz 35354 125 23454 0.6634
ly 15923 53 8902 0.5591
ZY 13348 51 7314 0.5479
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shu 24537 <Y 12818 05224
shi 29622 <Y1 13329 0.4500
Xj 1800 3 206 0.1144

Figure 5.4, and especialy Figure 5.5, demonstrate a curve order in re-
verse to what was observed at the regular TTR at 30,000 token samples
(Figure 4.2). The Yi Li's curve comes at the top of the most frequent
word curves, while the Shi Jing tends to be at the bottom. It appears that
the more frequent words (V50+) there are in a text, the lower its TTR
score and curve position™.

5.3. Discussion of resultsfor rareand the most frequent words

The data andysis for V1, V2, and V50+ demondtrates that content
words (words found in texts two times or more but not too often) provide
considerable input into the separation of texts into groups based on the
TTR developmenta profiles. Hapax legomena tend to be smoother mod-
ds than dis legomena (and probably include a higher degree of words).
For the most frequent words, which are responsible for most coverage of
the samples, the situation isin contrast to what was observed for the TTR.
The highest ratio of such words at the sample size of 30,000 is found in
the Yi Li*, while the Shi Jing has the smallest V50+ TTR index value.
This could explain the positioning of their regular TTR curves.

6. Conclusions

This study examined the vocabulary richness of the WSP Ctexts cor-
pus with the main objective of establishing the quantitative foundation for
a generd analysis of text vocabularies, mostly based on developmenta
profiles of TTR. The WSP Ctexts corpus is an open corpus of classica
Chinese texts, which allows downloading and independent processing of
data. All of the numerical data used in this study is available on Github.
This study is an attempt to create reproducible research, and al of its
components are available for independent processing.

In the firgt section of this studly, traditiona fina value approaches were
utilized to identify whether vocabulary richness indices (congtants) could

% This could be a similar result to the “law of decreasing new vocabulary
growth” described, e.g., by Feng Zhiwel (Feng, “Introduction of Modern Termi-
nology,” 1996) and formulated by Li and Zhang as “The repeated occurrences of
high frequency words indicate a tendency of decreasing new vocabulary growth”
(Li and Zhang, “ Inter-textual Vocabulary,” 14).

% According to Table 5.3, the Yi Li is close to the absolute top regarding the
V50+TTR, directly behind the Chun Qiu Zuo Zhuan and the Zuo Zhuan.
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supply important information regarding the stylistic groupings of texts.
As previoudy shown by many researchers (particularly by Tweedie and
Baayen), dl such indices are not redly “constants,” but they depend on
sample size. However, this approach was amost never applied to classi-
ca Chinese texts, and that is one of the reasons why this article presents
theseindices.

The final vaue indices analysis did not analyze the dependency of
indices of sample size, but it demonstrated that a majority are not very
useful for stylistic grouping of texts. However, the comparison of indices
was gtill valuable since it revealed that not al of them were directly re-
lated to sample size. Some of the indices alowed the grouping of prosaic
historical texts and demonstrated the proclivity of placing the Shi Jing
and the Yi Li on opposite ends of the vocabulary richness spectrum.

The first result of this study is the identification that Guiraud's R,
Rubet’sK, and Brunet's W match al of these criteria. Consequently, they
can be considered as suitable candidates for further stylitic analysis.

In the second section, instead of the find value approach, develop-
ment profiles were analyzed, mostly for the TTR®. The TTR develop-
menta profiles dlowed observing at whet rate new words were added to
the existing vocabulary. It also alowed observation of the direct change
of vocabulary over comparable text sizes and comparing texts from this
relative viewpoint.

The WSP Ctexts is a collection of large-sized heterogeneous texts,
usualy consigting of many chapters that must be considered independent
texts themsdlves. In addition, there is no single narrative structure. There-
fore, the texts were abstracted as streams of characters. The anaysis of
the complete length curves showed that some type of vocabulary satura
tion occurs around the sample size of 60,000 characters for the longest
texts. Furthermore, their TTR curves approach a horizontal asymptote,
and their hapax legomena numbers stop increasing. Therefore, the sample
sizes of 15,000 and 30,000 tokens were chosen as crass-cut points.

The comparison of the TTR developmental curves showed that the
Shi Jing and the Yi Li create upper and lower borders for other curves,
serving as extremes of the spectrum of developmental curves. The texts
between them can also be separated (at the 15,000 sample size) into a
group of “higtorica texts’ (the Chun Qiu, the Zuo Zhuan, the Guliang
Zhuan, the Gongyang Zhuan, and the remainder).

% Smilar andysis is possible for other indices, especialy, Guiraud's R,
Rubet’s k, and Brunet’s W. However, the TTR is “transparent” and it was good
enough for this study.
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Among the WSP corpus texts, the Shi Jing demonstrated the most di-
verse vocabulary with the highest rate of growth. The Yi Li included the
lowest rate of inflow of new characters among the entire corpus aswell as
the least diverse vocabulary. At the 30,000 sample size, the Shi Jing's
TTR value was practicaly three timeslarger than that of the Yi Li, i.e,, its
vocabulary was three times larger than that of the Yi Li. The same ratio
was observed for thefirst two spectral dements (V1 and V2).

However, this ratio was reversed for most frequent characters, (V 50+,
found 50 times or more in atext). These numbers, presented in the third
section, focused on hapax legomena and dis legomena influx as well as
words that were most frequent. The Yi Li had the highest rate of accumu-
lating frequent words per 1,000 tokens, while the Shi Jing had the lowest.
In other words, the Yi Li utilized functiona characters and high-
frequency characters a a much higher degree than the Shi Jing, while the
Shi Jing included a vocabulary that was more diverse. Hapax legomenain
the Yi Li stopped increasing and even began decreasing from about 70%
of the sample size. This signaled stagnation of vocabulary growth, while
inthe Shi Jing, they did not dow therate of increase.

The second result of this study is the discovery that, in regard to vo-
cabulary richness, the Shi Jing and the Yi Li formed two extremes of The
Thirteen Classics®. Unfortunately, there is no clear separation (based on
the TTR developmenta profiles) of the texts into genre categories. The
Shi Jing is outstanding as the only poetic texts. In addition, the “histori-
ca” texts such as the Chun Qiu, the Zuo Zhuan, the Guliang Zhuan, and
the Gongyang Zhuan display very similar types of vocabulary growth,
which makes them a specia group in the corpus. However, the other texts
such as the Zhuangzi, the Shu Jing, and the Mengzi dso demondtrate
higher vocabulary growth, but do not form a specia “philosophical”
group. The sameistruefor “ritualistic texts.”

It was mentioned, afew times in this study, that a vocabulary richness
analysis of large texts can be used in styligic anadlysis. Is it possible to
styligtically interpret the results of the analysis presented in this study? Is
it possible to interpret the data regarding the growth of the Shi Jing vo-
cabulary? Can this interpretation be performed in comparison with the Yi
Li? This could possibly be evidence that the Shi Jing tends to incorporate
the vocabulary of many diverse poems, whilethe Yi Li tendsto be formu-
laic and utilizes many standard expressions and function characters. The
present author agrees with Hoover’ s opinion:

% Without the Er Ya.
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Such measures cannot provide a consistent, reliable, or satisfac-
tory means of identifying an author or describing a style. Thereis so
much intratextua and intertextual variation among texts and authors
that measures of vocabulary richness should be used with great cau-
tion, if at al, and should be treated only as preliminary indications of
authorship, as rough suggestions about the style of atext or author,
as characterizations of texts at the extremes of the range from rich-
ness to concentration. Perhaps their only significant usefulnessis as
an index of what texts or sections of texts may repay further analysis
by more robust methods. (Hoover, “ Another Perspective,” 173)

Further anadlysis of the individua vocabularies of these subtexts is
necessary. Combined with the general framework presented in this study,
this analysis should clarify the lexical landscape of The Thirteen Classics.
The continuation of this study will conduct a more detailed examination
regarding the statistical setup of the vocabularies of the corpus.

Abbreviations

Chun Qiu CQ
Chun Qiu Zuo Zhuan CQzz
Gongyang Zhuan GY
Guliang Zhuan GL
Li Ji LJ
LunYu LY
Mengzi MZ
Shi Jing SHI
Shu Jing SHU
Xiao Jing XJ
Yi Li YI
Zhou Yi zY
Zhuangzi ZHZ
Zhou Li ZL
Zuo Zhuan Y4
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Vocabulary richness of early Chinesetexts:
macroanalysis of the Thirteen classicsand the Zhuangzi

ABSTRACT: This study analyzes statistical data regarding the vo-
cabulary richness of the Warring States Project CTexts collection of Chi-
nese classics’’. Vocabulary richness has been primarily used in quantita-
tive linguistics for authorship identification and style analysis, and it has
been increasingly applied for various aspects such as language acquisition
in other linguigtic fields. This study lays the foundation for a quantitative
linguistic analysis of the vocabulary of early Chinese texts. It also con-
ducts a macroandysis of the data, including cdculating severd vocabu-
lary richnessindices and building charts of vocabulary growth. This study
finds significant differences in the vocabulary growth of corpus texts. In
addition, it reveals that the Shi Jing and Y Li are two extreme ends of the
vocabulary growth spectrum and identifies some historica texts in the
middle of the spectrum as a distinct group. Furthermore, the study takes a
closer look at specific forms of vocabulary growth such as hapax le-
gomena, dislegomena, and the most frequent characters.
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" It contains The Thirteen Classics (excluding the Er Ya) and adds the
Zhuangzi to balance the “ Confucian” texts.
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